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1 Introduction

In this paper we are concerned with the exponential risk-sensitive version of the standard average cost criterion for controlled Markov chains (CMC's); see also [3], [11], [5]. Our presentation is more mathematically rigorous than that in [7], and our proof techniques are more self-contained and perhaps more intuitive than those in [3]. Furthermore, we extend some results in [3], [7] to the countable state space case. In addition, we consider optimization within the general set of randomized policies, and not only within the restricted class of Markovian deterministic policies. We model risk sensitivity as being given by an exponential disutility function \( \mathcal{U}_\gamma(x) = (sgn(\gamma)) e^{\gamma x} \), where \( \gamma \) is the constant risk-sensitivity coefficient, see [13], [7]. First, in Section 2 we give the basic definitions and notation of our model. Section 3 presents and briefly analyzes alternative definitions of the EAC. Section 4 is devoted to a more detailed discussion of Howard and Matheson's definition of EAC. Finally, in Section 4 we show that, similarly to the risk-neutral case, the optimal EAC satisfies an optimality equation; see also [3], [11].

c) \( P \), the transition kernel, is a family of transition probabilities on \( X \) given \( K \):

\[
P = \{ P(\cdot | x, a) : (x, a) \in K \}.
\]

We will also denote \( p_{x,a}(\cdot) = P(\cdot | x, a) \).

d) \( c : K \longrightarrow \mathbb{R} \) is the one-stage cost function. We will assume that \( c \) is non-negative and bounded: \( 0 \leq c(x,a) \leq K \) for some constant \( K \in (0, \infty) \).

The above defined CMC represents a stochastic dynamical system observed at times \( t = 0, 1, 2, \ldots \). The evolution of the system is as follows. Let \( X_t \) denote the state at time \( t \in \mathbb{N}_0 \), and \( A_t \) the action chosen at that time. If at decision epoch \( t \) the system is in state \( X_t = x \in X \), and the control \( A_t = a \in A \) is chosen, then (i) a cost \( c(x,a) \) is incurred, and (ii) the system moves to a new state \( X_{t+1} \) according to the probability distribution \( P(\cdot | x, a) \). Once the transition into the new state has occurred, a new action is chosen, and the process is repeated. For more details, see [1], [6], and [14].

We will use the following standard notation: \( \Pi \) and \( \Pi_0 \), respectively, denote the sets of (randomized) admissible and stationary deterministic policies. The (risk-null) average cost function due to a policy \( \pi \in \Pi \) will be denoted by

\[
\phi^\pi(i) := \lim_{n \to \infty} \frac{1}{n} \mathbb{E}^\pi \left[ \sum_{t=0}^{n-1} C_t \right]
\]

for \( i \in X \), where we denote for brevity \( C_t := c((X_t, A_t)) \).

2 The Model

Let us consider a discrete time, stationary, controlled Markov chain (CMC) specified by the tuple \((X, A, P, c)\), where

a) \( X \), the state space, is a countable set, say \( X = \{1, 2, \ldots \} \). The elements of \( X \) are called states.

b) \( A \), the action (or control) set, is a finite set. The set of admissible state-action pairs is defined as \( K := X \times A \).

3 Defining an Exponential Risk-sensitive (ERS) Average Cost Criterion

For an Expected utility criterion, the value function \( \Phi_\pi \) corresponding to a policy \( \pi \) is given by the expected value of a certain measurable functional defined
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on the space of sample paths: $\Phi_\gamma(i) = E_\gamma^T[f_\gamma], i \in X,$ where $F : \Omega \to [-\infty, \infty]$, and $\Omega := (X \times A)^\infty$. For that type of criterion, the corresponding ERS version can be defined as $E_\gamma^T[U_\gamma(F)]$ or $U_\gamma^{-1} E_\gamma^T[U_\gamma(F)]$, which are respectively the expected disutility and the certain equivalent of $F$ with respect to $U_\gamma$. Jaquette [8, 9] analyzed the ERS criterion corresponding to the discounted cost, $F = \sum_{t=0}^\infty \beta^t C_t$, and Denardo and Rothblum [2] studied that corresponding to the total cost, $F = \sum_{t=0}^\infty C_t$.

Clearly, the average cost $\Phi^\gamma$ is not an expected utility criterion. Thus, the point arises here as how to define an ERS version of $\phi^\gamma$. Now, take into account that the numerical sequence $\frac{1}{n} E_\gamma^T \left[ \sum_{t=0}^{n-1} C_t \right]$ in (1) may also be written as $E_\gamma^T \left[ \frac{1}{n} \sum_{t=0}^{n-1} C_t \right]$, and consider the disutility function $U_\gamma$ instead of the linear disutility $U_0(x) = x$.

Then, we can initially think of the following three index functions as candidates for the ERS version of the standard average cost (1):

$$J^\gamma(i, \gamma) := \limsup_{n \to \infty} \frac{1}{n} \frac{1}{n} E_\gamma^T \left[ U_\gamma \left( \sum_{t=0}^{n-1} C_t \right) \right]$$

$$= \limsup_{n \to \infty} \frac{1}{n} E_\gamma^T \left[ \text{sgn}(\gamma) \exp \left( \gamma \sum_{t=0}^{n-1} C_t \right) \right],$$

$$J^\gamma(i, \gamma) := \limsup_{n \to \infty} \frac{1}{n} E_\gamma^T \left[ U_\gamma \left( \sum_{t=0}^{n-1} C_t \right) \right]$$

$$= \limsup_{n \to \infty} \frac{1}{n} E_\gamma^T \left[ \exp \left( \gamma \sum_{t=0}^{n-1} C_t \right) \right],$$

$$J^\gamma(i, \gamma) := \limsup_{n \to \infty} \frac{1}{n} E_\gamma^T \left[ U_\gamma \left( \sum_{t=0}^{n-1} C_t \right) \right]$$

$$= \limsup_{n \to \infty} \frac{1}{n} \gamma \exp \left( \gamma \sum_{t=0}^{n-1} C_t \right).$$

Remark 1: Note that in the first two above functions we first introduce risk-sensitivity (by considering the expected disutility and the certain equivalent of the total cost up to time $n$ in (2) and (4) respectively) and then we take the average. Conversely, in (3) we first take the average and then the certain equivalent. Observe also that $J^\gamma$ and the function obtained from it considering expected disutilities instead of certain equivalents induce the same order relation among policies, because $U_\gamma^{-1}$ is increasing. Thus, we disregard that possibility at the outset. Next, we analyze the strengths and deficiencies of these alternative definitions.

3.1 Candidate 1: $J^\gamma$. 

First we will see that, at least in the interesting situations, (2) is a trivial function. Let's consider the case $\gamma > 0$. Let $\pi \in \Pi$ and assume that $\phi^\gamma(i) = \alpha > 0$. Then there exists a sequence of positive integers $\{n_k\}$ such that $\frac{1}{n_k} \sum_{t=0}^{n_k-1} E_\gamma^T[C_t] > \frac{1}{2} \alpha$. Thus, we have

$$\frac{1}{n_k} \exp \left( \gamma \sum_{t=0}^{n_k-1} C_t \right) > \frac{1}{n_k} \exp \left( \gamma \frac{\alpha}{2 n_k} \right) \to \infty,$$

which implies that

$$\limsup_{n \to \infty} \frac{1}{n} E_\gamma^T \left[ \gamma \sum_{t=0}^{n-1} C_t \right] = \infty.$$

Now, by Jensen's inequality,

$$\frac{1}{n} E_\gamma^T \left[ \gamma \sum_{t=0}^{n-1} C_t \right] \geq \frac{1}{n} \exp \left( \gamma \sum_{t=0}^{n-1} C_t \right),$$

and we conclude that $J^\gamma(i, \gamma) = \infty$. If $\gamma < 0$, we can show similarly that for every policy $\pi$ such that $\phi^\gamma(i) = \alpha > 0$, we have $J^\gamma(i, \gamma) = \infty$. Thus, $\pi \to J^\gamma$ does not discriminate among policies.

Remark 2: The assumption $\phi^\gamma(i) = \alpha > 0$ is not restrictive for the average cost criterion. If for some policy $\pi$ it holds that $\phi^\gamma(i) = \alpha = 0$, then $E_\gamma^T \left[ \sum_{t=0}^{\infty} C_t \right] < \infty$. In that case, a total cost criterion is clearly more adequate for the decision problem.

3.2 Candidate 2: $J^\gamma$. 

By its form, $J^\gamma$ seems to capture the essence of both the average cost as a long-run behaviour performance index and risk-sensitivity as sensitivity to randomness. To gain more insight into the nature of (3), consider the case of a policy $\pi \in \Pi$ and an initial state $i \in X$ for which $\lim \frac{1}{n} \sum_{t=0}^{n-1} C_t$ exists and is equal to a random variable $D (P^{\pi}_{i}-a.e.)$. Then, applying the dominated convergence theorem, we see that $J^\gamma(i, \gamma)$ is just the certain equivalent of $D$ with respect to $U_\gamma$. In particular, when the state space is finite and $i$ is a recurrent state under a stationary deterministic policy $\pi = \{f_1, \ldots\}$, $D$ is (almost surely) constant and $J^\gamma(i, \gamma) = \phi^\gamma(i, \gamma) \forall \gamma$. The reduction of the risk-sensitive index to the risk-neutral one in the previous ergodic situation is intuitively consistent with the fact that randomness "disappears" in the long-run. That appealing property of $J^\gamma$ might turn out to be also its weakness, because ergodicity is, in general, the condition that allows the study of the long-run behaviour of stochastic processes. Thus, it appears that this candidate holds little promise.

3.3 Candidate 3: $J^\gamma$. 

This index function was introduced by Howard and Matheson [7] in the particular context of a finite state-action unichain model, and it has been widely accepted
in the literature as the ERS average cost [3], [11]. Recently, it has been also studied in connection with robust control theory [3], [11], [5]. A very appealing consequence for this candidate is that useful optimality equations can be obtained. In the next section we will discuss some of the main properties and consequences of using (4).

4 Howard-Matheson's exponential average cost criterion

Throughout this section we will make the two following additional assumptions:

**Assumption 1:** The state space is finite: \( X = \{1, \ldots, N\} \)

**Assumption 2:** For every \( f^0 \in \Pi_{sd} \), the corresponding probability transition matrix \( P_f = (p_{ij}(f(i))) \) is primitive.

For \( f^0 \in \Pi_{sd} \) let us denote by \( Q_f \) the matrix with entries \( q_{ij}(f) := e^{\gamma c(i, f(i))} p_{ij}(f(i)) \). For the sake of brevity let us also denote the exponential dilutibility and certain equivalent of the total cost up to time \( n \) respectively by \( U_n^f(i, \gamma) \) and \( J_n^f(i, \gamma) \), that is

\[
U_n^f(i, \gamma) := E_i \left[ U_1 \left( \sum_{t=0}^{n-1} C_t \right) \right],
\]

and

\[
J_n^f(i, \gamma) := U_1^{-1} \left( U_n^f(i, \gamma) \right).
\]

Finally, when \( \pi = f^0 \), we write \( J^f \) instead of \( J^\pi \), and hence we may write definition (4) as \( J^f := \lim_{n \to \infty} \frac{1}{n} J_n^f(i, \gamma) \).

Under the previous assumptions, Howard and Matheson [7] showed that the sequence \( J_n^f(i, \gamma) \) actually converges, is independent of the initial state \( i \), and

\[
J^f(i, \gamma) = \lim_{n \to \infty} \frac{1}{n} J_n^f(i, \gamma) = \frac{1}{\gamma} \log \lambda := J^f(\gamma)
\]

where \( \lambda \) is the dominant eigenvalue of the primitive positive matrix \( Q_f \). The above limiting relation was also established by Miller [12] to show (in terms of our problem) that the sequence \( \frac{1}{n} \sum_{t=0}^{n-1} c(X_t, f(X_t)) \) obeys a large deviations principle.

Howard and Matheson also showed that if \( w = (w(1), \ldots, w(N)) \) is the unique eigenvector corresponding to \( \lambda \) such that \( w(N) = (\text{sgn} \gamma)w_i(i) \), then

\[
\lim_{n \to \infty} \left[ J_n^f(i, \gamma) - J_n^f(N, \gamma) \right] = H(i, \gamma)
\]

\( \forall i \in X \), where \( H(i, \gamma) := U_1^{-1}(w(i)) \). The above equation says that the function \( H(\cdot, \gamma) \) gives the relative certain equivalents with respect to the state \( N \). Moreover, since \( w \) is an eigenvector of \( Q_f \) corresponding to \( \lambda \), we have that

\[
\lambda w(i) = \sum_{j=1}^{N} q_{ij}(f)w(j)
\]

\( \forall i \in X \), or equivalently, on taking account of (5) and the definition of \( H \):

\[
e^{-\gamma J^f(\gamma)} = \sum_{j=1}^{N} q_{ij}(f)e^{-\gamma H(i, \gamma)}
\]

There is a clear resemblance between the above equation and the value equation for the risk-neutral average cost, under the present assumptions,

\[
\phi^f + h(i) = c(i, f(i)) + \sum_{j=1}^{N} p_{ij}(f(i))h(j),
\]

where \( h \) is the corresponding relative value function, (see for example [4]). In the proposition below we show that the relation between equations (6) and (7) is in fact closer.

Since we will consider just one fixed policy \( (f^0) \in \Pi_{sd} \), for the sake of brevity we will remove the explicit dependence on \( f \) in every term. Accordingly, we will denote \( p_{ij}(f(i)) = p_{ij}, c(i, f(i)) = c(i), J^f(i, \gamma) = J(\gamma) \). On the other hand, we will introduce the explicit dependence on the risk-sensitivity coefficient \( \gamma \) of the eigenvalue \( \lambda \) and the eigenvector \( w \) of equation (6).

**Proposition 1** Under the Assumptions 1-2 we have

\[
\lim_{\gamma \to 0} J(\gamma) = \phi \quad \text{and} \quad \lim_{\gamma \to 0} H(i, \gamma) = h(i)
\]

for every \( i \in X \), where \( h \) is the relative value function for the risk null case such that \( h(N) = 0 \).

**Proof:** By denoting the eigenvector corresponding to \( \lambda(\gamma) \) by \( w(\gamma) = (w_1(\gamma), \ldots, w_N(\gamma)) \), and \( u_\gamma(\gamma) := (\text{sgn} \gamma)w_i(i) \), we obtain from that equation, after multiplying both sides by \( \text{sgn} \gamma \):

\[
\sum_{j=1}^{N} p_{ij}(f)u_j(\gamma)e^{\gamma c(i)} = \lambda(\gamma)u_i(\gamma),
\]

\( i \in X \). Now, \( u_i \) and \( \lambda \) are continuously differentiable (in fact analytic) functions of \( \gamma \) in a neighborhood of \( \gamma = 0 \) (see Kato [10, Ch.II]). Differentiating both sides of the equation above with respect to \( \gamma \) yields

\[
\sum_{j=1}^{N} p_{ij}(f)[u'_j(\gamma) + u_j(\gamma)c(i)]e^{\gamma c(i)} = X(\gamma)u_i(\gamma) + \lambda(\gamma)u'_i(\gamma),
\]
and letting $\gamma \to 0$:

$$
\sum_{j=1}^{N} p_{ij}(f) \left[ \lim_{\gamma \to 0} u'_j(\gamma) + c(i) \right] = \lim_{\gamma \to 0} \lambda'(\gamma) \lim_{\gamma \to 0} u_0(\gamma) + \lim_{\gamma \to 0} \lambda(\gamma) \lim_{\gamma \to 0} u'_i(\gamma)
$$

Now, by letting $\gamma \to 0$ in the inequalities

$$
\min_{i \in \mathcal{S}} \sum_{j=1}^{N} p_{ij}(f) e^{\gamma c(i)} \leq \lambda \leq \max_{i \in \mathcal{S}} \sum_{j=1}^{N} p_{ij}(f) e^{\gamma c(i)}
$$

(see [4, Vol. II, Ch. XIII]), we obtain

$$
\lim_{\gamma \to 0} \lambda(\gamma) = 1. \tag{11}
$$

Moreover, also by taking the limit as $\gamma \to 0$ in both sides in (9) yields

$$
P_f \left[ \lim_{\gamma \to 0} u(\gamma) \right] = \lim_{\gamma \to 0} u(\gamma),
$$

where $u(\gamma) = (u_1(\gamma), \ldots, u_N(\gamma))$. Thus, the vector $\nu := \lim_{\gamma \to 0} u(\gamma)$ is a right eigenvector of $P_f$ with respect to the eigenvalue 1, that is, an invariant vector. Furthermore, since $\nu_i = 1$ for every $i \in S$, we must have that $\nu_i = 1$ for every $i \in S$, that is

$$
\lim_{\gamma \to 0} u_i(\gamma) = 1 \tag{12}
$$

By substituting (12) and (11) in (10), we get

$$
\sum_{j=1}^{N} p_{ij}(f) \left[ \lim_{\gamma \to 0} u'_j(\gamma) + c(i) \right] = \lim_{\gamma \to 0} \lambda'(\gamma) + \lim_{\gamma \to 0} u'_i(\gamma). \tag{13}
$$

Observe that $u_N(\gamma) = 1$ implies $\lim_{\gamma \to 0} u'_N(\gamma) = 0$.

Since the solution $(\phi, h)$ with $h(N) = 0$ of the value equation (7) is unique, we deduce from (13) that

$$
\phi = \lim_{\gamma \to 0} \lambda'(\gamma) \text{ and } h(i) = \lim_{\gamma \to 0} u'_i(\gamma).
$$

Finally, the proposition follows by observing that

$$
\lim_{\gamma \to 0} J(\gamma) = \lim_{\gamma \to 0} \frac{1}{\gamma} \log \lambda(\gamma) = \lim_{\gamma \to 0} \frac{\lambda'(\gamma)}{\lambda(\gamma)} = \lim_{\gamma \to 0} \lambda'(\gamma),
$$

and

$$
\lim_{\gamma \to 0} H(\gamma, i) = \lim_{\gamma \to 0} \frac{1}{\gamma} \log (\text{sgn} \gamma) w_i(\gamma) = \lim_{\gamma \to 0} \frac{1}{\gamma} \log u_i(\gamma) = \lim_{\gamma \to 0} \frac{u_i'(\gamma)}{u_i(\gamma)} = \lim_{\gamma \to 0} u_i'(\gamma).
$$

Howard and Matheson [7] also showed that under Assumptions 1-2, a finite policy improvement algorithm can be applied to find a policy $f^\infty \in \Pi_{SD}$, optimal among the set of stationary deterministic policies.

5 The Average Optimality Equation

In this section we consider again a CMC with countable state space.

Theorem 1 (Average optimality equation): Assume that there exist $\alpha > 0$ and a bounded strictly positive function $h : X \to \mathbb{R}$ such that

$$
(\text{sgn} \gamma) ah(i) = \min_{a \in A} \{(\text{sgn} \gamma) e^{\gamma c(a)} \sum_{j \in X} p_{ij}(a) h(j)\},
$$

for every $i \in X$. Then

$$
\inf_{\nu \in \mathcal{P}} \{J^\nu(i, \gamma)\} = \frac{1}{\gamma} \log \alpha,
$$

for every $i \in X$. Furthermore, if for each $i$, $f^*(i)$ attains the minimum on the right hand side of the above equation, then the policy $\pi^* = (f^*, f^*, \ldots) \in \Pi_{SD}$ is optimal, that is,

$$
J^\nu*(i, \gamma) = J^f*(i, \gamma) = \frac{1}{\gamma} \log \alpha,
$$

for every $i \in X$.

Proof: Assume that the pair $(\alpha, h)$ satisfies the average optimality equation. Let $\pi \in \Pi$ be an arbitrary policy and denote $S_0 = 0, S_n = \sum_{t=0}^{n-1} C_t$ for $n = 1, 2, \ldots$ First, we will prove the following two statements:

i) $(\text{sgn} \gamma) ah(i) \leq (\text{sgn} \gamma) E^\pi \left[ e^{\gamma S_n} h(X_n) \right]$.

ii) $\lim_{n \to \infty} \frac{1}{n} \log \sum_{i \in X} E^\pi \left[ e^{\gamma C_i} h(X_n) \right] = \lim_{n \to \infty} \frac{1}{n} \log \sum_{i \in X} E^\pi \left[ e^{\gamma S_i} \right]$.

Let's prove (i) by induction on $n$. The validity of (i) for $n = 0$ is clear. Now, from the optimality equation we obtain that

$$
(\text{sgn} \gamma) ah(X_n) \leq (\text{sgn} \gamma) e^{\gamma C_n} E^\pi \left[ h(X_{n+1}) \mid \mathcal{F}_n \right]
$$

for every $n = 0, 1, \ldots$, where $\mathcal{F}_n$ is the $\sigma$-algebra generated by $\{X_0, A_0, \ldots, X_n, A_n\}$. Then

$$
E^\pi \left[ E^\pi \left[ (\text{sgn} \gamma) e^{\gamma S_n} h(X_n) \mid \mathcal{F}_{n-1} \right] \right] = E^\pi \left[ e^{\gamma S_n-1} (\text{sgn} \gamma) e^{\gamma C_n-1} E^\pi \left[ h(X_n) \mid \mathcal{F}_{n-1} \right] \right] \geq E^\pi \left[ e^{\gamma C_n-1} (\text{sgn} \gamma) ah(X_n) \mid \mathcal{F}_{n-1} \right] = (\alpha (\text{sgn} \gamma) E^\pi \left[ e^{\gamma S_n-1} h(X_n) \right] = (\text{sgn} \gamma) \alpha h(i)
$$

where the last inequality follows from the induction hypothesis. Thus, (i) follows. To prove (ii), let

\[ k_1 := \sup_j \{h(j)\}, \text{ and } k_2 := \inf_j \{h(j)\}. \]
Then,
\[ k_2 E_t^\pi [e^{\gamma S_n}] \leq E_t^\pi [h(X_n)e^{\gamma S_n}] \leq k_1 E_t^\pi [e^{\gamma S_n}] \]

Now, if \( \gamma > 0 \),
\[ \frac{1}{\gamma} \log k_2 + \frac{1}{\gamma} \log E_t^\pi [e^{\gamma S_n}] \leq \frac{1}{\gamma} \log E_t^\pi [h(X_n)e^{\gamma S_n}] \leq \frac{1}{\gamma} \log k_1 + \frac{1}{\gamma} \log E_t^\pi [e^{\gamma S_n}] \]  \hspace{1cm} (14)

Dividing by \( n \), and taking \( \lim \sup \), we obtain
\[ \limsup_{n \to \infty} \frac{1}{n} \frac{1}{\gamma} \log E_t^\pi [e^{\gamma S_n}] = \limsup_{n \to \infty} \frac{1}{n} \frac{1}{\gamma} \log E_t^\pi [h(X_n)e^{\gamma S_n}] \].

If \( \gamma < 0 \), the inequalities in (14) are just reversed and we obtain the same limiting relation, thus proving (ii).

Finally, (i) implies that
\[ \frac{1}{\gamma} n \log \alpha + \frac{1}{\gamma} \log h(i) \leq \frac{1}{\gamma} \log E_t^\pi [h(X_n)e^{\gamma S_n}] \].

Thus, dividing by \( n \) and taking \( \lim \sup \) in both sides of the above equation we obtain, by (ii),
\[ \frac{1}{\gamma} \log \alpha \leq \limsup_{n \to \infty} \frac{1}{n} \frac{1}{\gamma} \log E_t^\pi [e^{\gamma S_n}] = J^\pi (i, \gamma) \],

and therefore
\[ \frac{1}{\gamma} \log \alpha \leq \inf_{\pi \in \Pi} \{ J^\pi (i, \gamma) \}. \hspace{1cm} (15) \]

To prove the second part of the theorem, let \( f^* \) be the decision rule that attains the minimum in the optimality equation. By replacing \( A_n \) with \( f^*(X_n) \) in the proof of (i) above, we obtain the equality in (i). Thus, a similar argument as before yields
\[ \frac{1}{\gamma} \log \alpha = J^* (i, \gamma), \hspace{0.5cm} \forall i, \]

which together with (15) ) implies that
\[ J^* (i, \gamma) = \inf_{\pi \in \Pi} \{ J^\pi (i, \gamma) \}. \]

Therefore, \( \pi^* = (f^*, f^*, \ldots) \) is optimal.

Similarly as in the risk-neutral average case, conditions to ensure the existence of solution pairs \((\alpha, h)\) to the optimality equation in theorem 2 need to be explored; see [1], [5].
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