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ABSTRACT

In a systems identification scheme, the equation error formulation of auto regressive moving average (ARMA) identifiers can be viewed in a dual way. It is shown that the equation error process generated in this way can be expressed as a recursive filtering of the inner product between the parameter estimation error vector and a suitable information vector, as it has been shown that is the case for the output error process. Thus, the similarities arising between two corresponding solutions to adaptive infinite impulse response (IIR) filtering obtained via these seemingly different approaches are exposed. Computer simulations are provided to further aid in gaining insight of the similarities, and differences, between the two approaches.

I. INTRODUCTION

The equation error approach, as applied to recursive identifiers, has been extensively studied within the systems identification community since its introduction in implicit form, by Kalman in 1958 [1]-[3]. Though, it has remained relatively unexplored by the signal processing community until recent years, when it has been employed both in batch [4] and adaptive [5]-[7] processing schemes. The concept of the equation error can be viewed from two standpoints, namely as the difference between the outputs of the unknown system and a two-input/one-output nonrecursive identifier, or as a particular smoothed version of the "output error", i.e., the difference between the output of the ARMA plant and that of an equally structured identifier. Johnson [8] used the first point of view above to argue in favor of output error techniques for IIR adaptive filtering, such as the hyperstability based solutions, because of the structural compatibility for the plant generating the desired signal and the identifier (i.e., filter). However, great similarities can be drawn between the two approaches by using the second viewpoint to equation error previously mentioned. It is interesting to note how the equation error concept has been "rediscovered" in some occasions, e.g. [9].

II. DESCRIPTION OF THE EQUATION AND OUTPUT ERROR PROCESSES

Let us assume that the desired signal provided to the adaptive filter is satisfactorily modeled as an ARMA process of the form

\[ d(k) = b_0^M(q^{-1}) u(k) + \hat{A}_1^M(q^{-1}) d(k) \] (1)

or

\[ d(k) = \frac{b_0^M(q^{-1})}{1 - \hat{A}_1^N(q^{-1})} u(k) \] (2)

where \( u(\cdot) \) is the exciting signal, \( b_0^M(q^{-1}) \) and \( \hat{A}_1^N(q^{-1}) \) are polynomials of the form

\[ b_0^M(q^{-1}) = b_0 + b_1 q^{-1} + \ldots + b_M q^{-M} \] (3)

\[ \hat{A}_1^N(q^{-1}) = a_1 q^{-1} + a_2 q^{-2} + \ldots \]

\[ + a_N q^{-N} \] (4)

and \( q^{-j} \) denotes a delay operator, i.e. \( x(k) q^{-j} = x(k-j) \). Assume \( f(\cdot) \) to be an equally dimensioned static identifier for the process \( d(\cdot) \), that is

\[ f(k) = \frac{\hat{B}_0^M(q^{-1})}{1 - \hat{A}_1^N(q^{-1})} \] (5)

or

\[ f(k) = \frac{\hat{B}_0^M(q^{-1})}{1 - \hat{A}_1^N(q^{-1})} u(k) \] (6)

where \( \hat{B}_0^M(q^{-1}) \) and \( \hat{A}_1^N(q^{-1}) \) are polynomials in the estimates \( b_0 \) and \( a_1 \), defined similarly as (3) and (4), respectively. For this identification scheme, the output error is given by

\[ e(k) = d(k) - f(k) \]

\[ = \frac{[1 - \hat{A}_1^N(q^{-1})]}{1 - \hat{A}_1^N(q^{-1})} d(k) - \hat{B}_0^M(q^{-1}) u(k) \]

\[ = b_0^M(q^{-1}) u(k) \] (7)
Defining $\hat{B}_0(q^{-1})$ and $\hat{A}_N(q^{-1})$ as polynomials of the form (3), (4), respectively, in the parameter estimates error coefficients $b_i = b_i - \hat{b}_i$ and $a_i = a_i - \hat{a}_i$, then (7) can be rewritten as \cite{8}, [10]

$$e(k) = \frac{\hat{B}_0(q^{-1}) u(k) + \hat{A}_N(q^{-1}) f(k)}{1 - \hat{A}_N(q^{-1})}$$  

(8)

This last expression shows the IIR nature of the output error process. Also, defining the parameter error vector as

$$\hat{\theta} = [\hat{b}_0 \hat{b}_1 \ldots \hat{b}_M | \hat{a}_1 \hat{a}_2 \ldots \hat{a}_N]^T$$  

(9)

and an information vector containing values of $f(\cdot)$ as

$$X_f(k) = [u(k) u(k-1) \ldots u(k-M) | f(k-1) f(k-2) \ldots f(k-N)]^T$$  

(10)

then $e(\cdot)$ can be expressed as

$$e(k) = \frac{\hat{\theta}^T X_f(k)}{1 - \hat{A}_N(q^{-1})}$$  

(11)

which shows that $e(\cdot)$ is generated as a purely auto regressive filtering of an input signal obtained as the inner product $\hat{\theta}^T X_f(k)$.

For the same identification scheme of (2) and (6), the equation error is defined as the numerator of (7), that is \cite{7}, [10]

$$\xi(k) = [1 - \hat{A}_N(q^{-1})] e(k)$$

$$= d(k) - [\hat{B}_0(q^{-1}) u(k) + \hat{A}_N(q^{-1}) d(k)]$$

$$= \hat{B}_0(q^{-1}) u(k) + \hat{A}_N(q^{-1}) d(k)$$  

(12)

Note the dual way in which $\xi(\cdot)$ can be thought of: on the one hand as a smoothed version of $e(\cdot)$, and on the other hand as the difference between $d(\cdot)$ and the output of a two-input $(u(\cdot)$ and $d(\cdot))$ one-output transversal filter, as evidenced by the first and second expressions on the right-hand side of (12), respectively. Also, combining (11) and (12) we obtain

$$\xi(k) = \frac{1 - \hat{A}_N(q^{-1})}{1 - \hat{A}_N(q^{-1})} \hat{\theta}^T X_f(k)$$  

(13)

Thus, both equation and output error can be viewed as the response of particular recursive systems to the same input $\hat{\theta}^T X_f(k)$, and these recursive systems both possess the same eigerpolynomial as the system under identification.

III. ADAPTIVE ALGORITHMS

In a deterministic environment, two solutions can be found in the literature for the problem of algorithms development in adaptive IIR filtering. The first one, based on output error techniques, is the so-called simple hyperbolic adaptive filter (SHAF) \cite{8}, which takes the form

$$\hat{\theta}(k+1) = \hat{\theta}(k) + \mu X_f(k) v(k)$$  

(14)

where $\hat{\theta}$ is a vector of parameter estimates of the form of (9), and $v(k)$ is a smoothed output error of the form

$$v(k) = [1 - \hat{c}_P(q^{-1})] e(k)$$

$$= [1 - \sum_{k=1}^{P} \psi_k q^{-k}] e(k)$$  

(15)

The step-size $\mu$ can be chosen as some small positive constant, or for normalization as the reciprocal of $X_f$ inner product with itself \cite{6}, [7]. Using (11), we rewrite (14) as

$$\hat{\theta}(k+1) = \hat{\theta}(k)$$

$$+ \mu X_f(k) [\frac{1 - \hat{c}_P(q^{-1})}{1 - \hat{A}_N(q^{-1})}] \hat{\theta}^T X_f(k)$$  

(16)

As a sufficient condition for stability of (16), the $\psi_k$ coefficients in (15) must be selected such that

$$H(q^{-1}) = \frac{1 - \hat{c}_P(q^{-1})}{1 - \hat{A}_N(q^{-1})}$$  

(17)

is strictly positive real (SPR) \cite{8}.

The second solution is based on a gradient descent of the quadratic hypersurface generated by (12), and it takes the form \cite{7}, [10]

$$\hat{\theta}(k+1) = \hat{\theta}(k) + \mu X_f(k) \xi(k)$$

$$= \hat{\theta}(k) + \mu X_f(k) \left[ \frac{1 - \hat{A}_N(q^{-1})}{1 - \hat{A}_N(q^{-1})} \right] \hat{\theta}^T X_f(k)$$  

(18)

where $X_f(k)$ is defined similarly as (10), but with values of $d(\cdot)$ instead of $f(\cdot)$. Since the component-wise equations arising from (18) use only input signals for the estimated gradients, they resemble those obtained for the IMS algorithm. Thus, we may call (18) an extended IMS algorithm (EIMS).

The similarities between the two approaches presented above are clear by comparing (11) and (13) for the dynamic description of each process, and by comparing (16) and (18) for the corresponding adaptive algorithms. Also, from (12) and (15) we see that both algorithms seek to minimize a smoothed version of the output error.

IV. COMPUTER SIMULATIONS

For the algorithms of (16) and (18), several
aspects can be examined, e.g. convergence characteristics, input sufficiency, sensitivity to measurement noise, etc. [7]. To do this in a general form, the examples presented are drawn from the literature pertaining to the SHRBF solution.

Example I: the case to be considered here is taken from a paper by Johnson et al. [11]. A Gaussian white zero mean sequence \( u(k) \) is filtered by a second-order system with poles located at \( z = 0.9 \pm 0.25 \), that is, \( \beta_1(0) = 0 \) and \( \beta_2(0) = -0.25 \). Figure 1 shows the pole-zero estimate trajectories for both SHRBF and ELSM, where one smoothing coefficient \( c_1 = 0.099 \) was provided for the former to aid in its convergence [7], while allowing the SF condition for (17). Though, ELSM still converges faster and smoother than SHRBF. Figure 2 shows the case when the SHRBF condition for SHRBF is trivially satisfied, i.e. \( H(\mathbf{c}) = 1 \) in (17). Even though the trajectories obtained using SHRBF are smoother than before, its convergence rate worsens. An arithmetic average of 50 learning curves for the squared errors associated with Figure 1 are shown in Figure 3. Both algorithms are seen to minimize the mean squared error to zero, but ELSM does it faster. A motivating factor for using ELSM adaptive filters instead of basic transversal ones is the possibility of drastically reducing the number of adaptive coefficients, while maintaining a similar performance. Figure 4 shows the learning curves for ELSM and a 9 tap transversal filter adapted using LMS. It is clear from this figure that the advantages of the first method over the second are many. For the case when the available measurements of \( d(k) \) are corrupted by white noise, both ELSM [7] and SHRBF [8] yield biased estimates. However, the latter shows a greater insensitivity to noise measurements than the former. As an example, the "learning" curves for the ratio of the squared errors are shown in Figure 5. As it can be seen, for high signal/noise ratios, both algorithms perform very similarly; but as the signal/noise ratio drops, the performance of ELSM worsens as compared to that of SHRBF.

Example II: Johnson and Larimore [12] studied the reduced order modeling case of a second order plant and first order identifier. For this case, the mean squared error surface is multimodal, i.e. it has both local and global minima. Thus, gradient search techniques are ill-fated in general. Specifically, let the plant have transfer function

\[
d(k) = \frac{0.05 - 0.4 q^{-1}}{1 - 1.1314 q^{-1} + 0.25 q^{-2}}
\]

and let the adaptive filter/identifier have the following structure

\[
f(k) = \frac{b(k)}{u(k) - \hat{d}(k) q^{-1}}
\]

Figure 6 shows the contour of the normalized mean square error surface, as well as the points to which both ELSM and SHRBF converge [7]. It is clear then that both are nonrobust to undermodelling of the plant.

V. SUMMARY

The equation and output error methods for NMA identification, as well as their related solutions to adaptive IIR filtering, have been succinctly expressed. Their intrinsic structural similarities have been exposed, and computer simulations have been provided to gain insight in this respect. Extensive computer simulations and analysis of these and other application areas can be found elsewhere [7], [13] as well as a block formulation of the equation error-based IIR adaptive filter [7] (see also an accompanying paper).
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