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ABSTRACT

The block implementation of adaptive filters is studied in this paper, for the case when both the reference and the adaptive processes are modeled as infinite impulse response (IIR) processes. The performance criterion of the adaptive filter is selected as the square of an average of the output error values over a block of iterations. Minimization of this index is indirectly sought via an equation-error-like approach, which leads to a simple updating equation for the vector of adaptive coefficients. Asymptotic consistency of the obtained block adaptive algorithms is shown, for the deterministic case, by performing a Lyapunov stability analysis. Comparisons are made between the block implementation and its counterpart for the scalar case, through a simple computational complexity analysis. These comparisons favor the scalar implementation over the block implementation. However, the possible efficient use of parallel processors makes the block implementation promising.

I. INTRODUCTION

Block filtering involves the computation of a block, i.e., a finite set of consecutive values in time, of filter outputs from a block of input values and past nonoverlapping blocks of output values. For the adaptive case, the parameters of the filter are modified once per block, and the updated values are used to generate the next block of outputs.

Block IIR filtering has been thoroughly studied [1], [2], and more recently comprehensive studies of the block implementation of adaptive finite impulse response (FIR) filters have appeared in the literature [3]. Similar studies for the IIR case do not seem to be available, most probably due to the difficulty of extrapolating scalar output error techniques to the block implementation case. However, by taking use of an equation-error-like concept for the corresponding iterative optimization, a computationally efficient block adaptive algorithm is readily obtained as it has been shown to be the case for the scalar case [4], [6].

II. BLOCK REPRESENTATION OF A RECURSIVE PROCESS

Let us assume that the desired signal provided to the adaptive filter can be appropriately described as a recursive process as follows:

\[ \mathbf{d}(k) = \sum_{j=0}^{N} b_j \mathbf{u}(k-j) + \sum_{i=1}^{M} a_i \mathbf{e}(k-i) \]  

and let \( \mathbf{f}(\cdot) \) be an equally structured, equally dimensioned identifier for the process \( \mathbf{d}(\cdot) \), that is

\[ f(k) = \sum_{j=0}^{N} b_j f(k-j) + \sum_{i=1}^{M} a_i f(k-i) \]  

For the latter process, form blocks of \( P \) output values, taken starting at \( k=0 \), and index such blocks by \( P \times P \). To express each block as a first order recursion on past blocks, we restrict to the case \( P<N \). Then, (2) can be expressed in block form as [5].

\[ \mathbf{F}(P) = \mathbf{F}(0) + \mathbf{A} \mathbf{F}(P-1) + \mathbf{B} \mathbf{U}(P) \]  

where

\[ \mathbf{F}(P) = \begin{bmatrix} f(P-1) \\ f(P-2) \\ \vdots \\ f(1) \\ f(0) \end{bmatrix} \]  

\[ \mathbf{U}(P) = \begin{bmatrix} u(P-1) \\ u(P-2) \\ \vdots \\ u(1) \\ u(0) \end{bmatrix} \]  

\[ \mathbf{A} = \begin{bmatrix} 0 & \hat{a}_1 & \hat{a}_2 & \ldots \\ 0 & 0 & \hat{a}_1 & \ldots \\ \vdots & \vdots & \vdots & \ddots \\ 0 & 0 & 0 & \ldots & \hat{a}_1 \\ 0 & 0 & 0 & \ldots & 0 \end{bmatrix} \]  

\[ \mathbf{B} = \begin{bmatrix} 0 \hat{a}_1 \hat{a}_2 \ldots \\ 0 0 \hat{a}_1 \ldots \\ \vdots & \vdots & \ddots & \ddots \\ 0 0 0 \ldots \hat{a}_1 \\ 0 0 0 \ldots 0 \end{bmatrix} \]  

\[ \mathbf{F}(0) = \begin{bmatrix} f(0) \\ f(1) \\ \vdots \\ f(N-1) \\ f(N) \end{bmatrix} \]  

\[ \mathbf{U}(0) = \begin{bmatrix} u(0) \\ u(1) \\ \vdots \\ u(N-1) \\ u(N) \end{bmatrix} \]  

\[ \mathbf{A} = \begin{bmatrix} 0 & \hat{a}_1 & \hat{a}_2 & \ldots \\ 0 & 0 & \hat{a}_1 & \ldots \\ \vdots & \vdots & \vdots & \ddots \\ 0 & 0 & 0 & \ldots & \hat{a}_1 \\ 0 & 0 & 0 & \ldots & 0 \end{bmatrix} \]  

\[ \mathbf{B} = \begin{bmatrix} 0 \hat{a}_1 \hat{a}_2 \ldots \\ 0 0 \hat{a}_1 \ldots \\ \vdots & \vdots & \ddots & \ddots \\ 0 0 0 \ldots \hat{a}_1 \\ 0 0 0 \ldots 0 \end{bmatrix} \]  
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III. BLOCK EQUATION ERROR

We can view equations (13) and (14) as a block systems identification scheme. Then the block output error is defined as

$$\hat{L}(p) = \hat{L}(p) - \hat{L}(p)$$

which can be rewritten, using (13), as

$$\hat{L}(p) = (1-q^{-1}\hat{A})^{-1}[(1-q^{-1}\hat{A})\hat{L}(p) - \hat{D}\hat{Z}(p)]$$

The above equation can be interpreted as the second term passed through the system $(1-q^{-1}\hat{A})$. Thus, by an extrapolation of the equation error concept for the scalar case [5], [7] we are led to define in a very natural way the block equation error as

$$\hat{E}(p) = (1-q^{-1}\hat{A})\hat{L}(p) - \hat{L}(p) + \hat{D}\hat{Z}(p)$$

Also, defining a two-input/one-output nonrecursive block process as

$$\hat{P}_p = \hat{P}(p) - \hat{P}^{-1}(p) \cdot \hat{D}\hat{Z}(p)$$

then (17) can be expressed as

$$\hat{E}(p) = \hat{P}(p) - \hat{P}^{-1}(p)$$

From (17) and (19), we can realize the dual way in which the block equation error can be viewed, where a similar situation occurs for the scalar case [6]. On the other hand, the block equation error can be viewed as a linear transformation (i.e. filtering) of the block output error, as given by (17). On the other hand, it can be viewed as the block error between the process under identification $\hat{G}(p)$ and the artificially introduced nonrecursive process of (18).

IV. A BLOCK EXTENDED LMS ALGORITHM

Let us define the following matrices of parameters

$$\hat{G} = \begin{bmatrix} \hat{A}^T \\ \hat{B}^T \end{bmatrix}$$

$$\hat{G}^{-1} = \begin{bmatrix} \hat{A}^{-T} \\ \hat{B}^{-T} \end{bmatrix}$$

where both have dimensions $(2P+M)\times P$, and define a $(2P+M)\times 1$ information vector as

$$\hat{E}(p) = \begin{bmatrix} \hat{L}(p) - \hat{L}(p-1) \\ \hat{Z}(p) \end{bmatrix}$$

Hence (14) and (18) can be respectively rewritten in a general linear-in-the-parameters form as
\[ \mathcal{L}(p) = \theta^T \mathcal{L}(p) \]  
(23)

\[ \mathcal{L}(p) = \theta^T \mathcal{L}(p) \]  
(24)

In an adaptive scheme, the estimated matrix of coefficients in (24) is adjusted once per block. Extrapolating from the scalar case, let us select an index of performance as a quadratic form of the block equation error, computed as the norm squared of (19), that is

\[ z(p) = z^2(p) : z^2(p) \]

\[ = \mathcal{L}(p) - \mathcal{L}(p) \theta \theta^T \mathcal{L}(p) \theta \]

\[ = \mathcal{L}(p) - \mathcal{L}(p) \theta \theta^T \mathcal{L}(p)  
+ \mathcal{L}(p) \theta \theta^T \mathcal{L}(p)  
\]

\[ = \mathcal{L}(p) - \mathcal{L}(p) \theta \theta^T \mathcal{L}(p) \]

(25)

The equation above describes a time-varying quadratic hypersurface \( J_{\mathcal{L}(p)}(x) \rightarrow R \). Due to the structural match assumed for \( \mathcal{L}(p) \) and \( \mathcal{L}(p) \theta \), this hypersurface will have a global minimum at \( \theta = \hat{\theta} \). Hence, an iterated gradient descent of this surface seems plausible. Computing the gradient of (25) with respect to \( \theta \), we obtain

\[ \nabla_{\theta} J(p) = \begin{bmatrix} \mathcal{L}(p) - \mathcal{L}(p) \theta \theta^T \mathcal{L}(p) \theta + \mathcal{L}(p) \theta \theta^T \mathcal{L}(p) \theta \\ \mathcal{L}(p) - \mathcal{L}(p) \theta \theta^T \mathcal{L}(p) \theta + \mathcal{L}(p) \theta \theta^T \mathcal{L}(p) \theta \end{bmatrix} \]

(26)

Thus, the gradient search for the global minimum of (25) is accomplished through the block extended LMS-type (or BEIMS) algorithm

\[ \hat{\theta}(p+1) = \hat{\theta}(p) + \mu \mathcal{L}(p) \mathcal{L}(p)^T \]

(27)

where \( \mu \) can be selected as some small, fixed positive step-size for a strict sense steepest-descent, or as an appropriately chosen time-varying (2PM)x(2PM) diagonal matrix, as an extrapolation of the scalar case [8, chps. 4, 5].

V. CONVERGENCE ANALYSIS

In a deterministic scalar setting, Mendel [8] has presented comprehensive results for linear-in-the-parameters identification schemes, which is the structure into which equation error-based identifiers can be casted [4], [5]. For this case, a lyapunov-stability analysis can be performed on the resulting recursive algorithm used for parameter adaptation to show asymptotic convergence to the true parameters of the reference system. Fortunately, C.R. Johnson, Jr. [9] has extended Mendel's results to the linear-in-the-parameters multivariable case, which fits the scheme of (23), (24) and (27). Using the results of [9], the following can be shown [5]

Theorem I: If the estimated parameter matrix \( \hat{\theta} \) in (24) is updated by means of the algorithm of (27), then for any initial estimate \( \hat{\theta}(0) \), it will happen that

\[ \hat{\theta}(p) \rightarrow \theta \] as \( p \rightarrow \infty \)

(28)

where \( \theta \) is as in (23), provided that

(i) the parameter error vector and the information vector are not orthogonal infinitely many times, of the form

\[ [\theta - \hat{\theta}(p)]^T \mathcal{L}(p) = 0 \] for \( p \geq p_0 \)

(29)

(ii) For \( \mu \) in (27) a scalar, we have

\[ 0 < \mu < \frac{2}{\mathcal{L}(p)^T \mathcal{L}(p)} \]

(30)

Remark I: (i) gives a nonorthogonality condition similar to those commonly encountered in scalar recursive identification. Such a situation is avoided by the use of a satisfactory (i.e., sufficiently exciting) \( \mathcal{L}(p) \). Clearly, a necessary condition is that no \( \lambda_j(p) \), \( j \in (1, 2, ..., 2PM) \) is equal to zero for \( p \).

Remark II: just as in the scalar case [8, pag. 208], we can select \( \mu = \mu_0 = \frac{2}{\mathcal{L}(p)^T \mathcal{L}(p)} \) for optimum rate of convergence (in a Lyapunov sense), or as \( \mu = \frac{2}{\mathcal{L}(p)^T \mathcal{L}(p)} \) to avoid any possible singularity (e.g., see [10, pp. 57-58]).

VI. COMPUTATIONAL COMPLEXITY ISSUES

By unraveling the matrix equation of (27) into its components and counting the number of arithmetic operations per iteration, it is found [5] that the ratios of multiplies \( n_m \) and adds \( n_a \) between the block and scalar equation error IIR filters are given by

\[ n_m = \frac{C_1 C_1}{C_2 C_2} = \frac{(2P + M)^2}{(M + M)^2} \]

(31)

\[ n_a = \frac{C_1 (C_1 - 1)}{C_2 (C_2 - 1)} = \frac{(2P + M)(2P + M - 1)}{(M + M + 1)(M + M)} \]

(32)

For the case when \( P = N \), some numeric values are shown in the following table.

<table>
<thead>
<tr>
<th>n</th>
<th>n_m</th>
<th>n_a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>1.063</td>
<td>1.067</td>
</tr>
<tr>
<td>3</td>
<td>1.728</td>
<td>1.714</td>
</tr>
<tr>
<td>4</td>
<td>1.890</td>
<td>1.964</td>
</tr>
<tr>
<td>5</td>
<td>1.960</td>
<td>2.012</td>
</tr>
<tr>
<td>6</td>
<td>2.007</td>
<td>2.063</td>
</tr>
<tr>
<td>7</td>
<td>2.041</td>
<td>2.088</td>
</tr>
<tr>
<td>8</td>
<td>2.066</td>
<td>2.108</td>
</tr>
<tr>
<td>9</td>
<td>2.086</td>
<td>2.124</td>
</tr>
<tr>
<td>10</td>
<td>2.103</td>
<td>2.153</td>
</tr>
</tbody>
</table>

Table I: Complexity Ratios
VII. SUMMARY

In this paper, a block adaptive IIR filter has been presented. The concept of equation error has been extended to the block formulation, as given by (16) and (17). This in turn was used to obtain the block adaptive estimation scheme of (23), (24) and (27). Global asymptotic convergence of this scheme can be shown using available analytical tools, for the deterministic case. For the stochastic case (i.e. noisy measurements of $d(.)$) the necessary tools for a detailed analysis do not seem to be available in the current literature, however bias is to be expected in the estimates, as for the scalar case [5], [8].

An increase in the computational load per iteration-per coefficient is found for the block implementation as compared to the scalar one. Also, preliminary computer simulations have shown a slight decrease in convergence rate for the former as compared to the latter. However, the possibility of parallel implementations of the block formulation make this approach promising. Of course, further studies must be carried out in this respect.
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